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ABSTRACT 
Behavior change is one of the most important goals in psychother-
apy. This study focuses on Motivational Interviewing (MI), which 
is collaborative communication aimed at eliciting the client’s own 
reasons for behavior change. To investigate the efectiveness of 
facial information in modeling MI, we collected an MI encounter 
corpus with speech and video data in the nutrition and ftness do-
mains and annotated client utterances using the Manual for the 
Motivational Interviewing Skill Code (MISC). By analyzing client 
answers to the questions after the session, we found that clients 
who expressed more Change Talk were more motivated to change 
their behavior than those who expressed less Change Talk. We 
then proposed RNN-based multimodal models to detect Change 
Talk by setting a 2-class classifcation task: "Change Talk" and "not 
Change Talk." Our experiment showed that the best performing 
model was a multimodal BiLSTM model that fused language and 
client facial information. We also found that fusing language and 
facial information as context achieved better performance than the 
unimodal and no-context models. Moreover, we discuss the label 
imbalance problem and conduct an additional analysis using turns 
as a unit of analysis. As a result, our best model reached F1-score 
of 0.65 for Change Talk detection. 
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• Computing methodologies → Artifcial intelligence; Neural 
networks; • Human-centered computing → Empirical studies in 
HCI ; Interaction techniques. 
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1 INTRODUCTION 
Not having a healthy lifestyle (nutrition or physical activity) is 
dangerous for your health. However, it is difcult to change these 
behaviors. Many theories and models [16] as well as diferent ther-
apeutic techniques such as Motivational Interviewing (MI) have 
been proposed in psychology. MI was initially proposed to help al-
coholics, but since then, it has been applied and adapted to multiple 
domains such as nutrition and ftness [6]. Motivational Interviewing 
is defned as “a collaborative, goal-oriented style of communication 
with particular attention to the language of change; it is designed 
to strengthen personal motivation for and commitment to a specifc 
goal by eliciting and exploring the person’s own reasons for change 
within an atmosphere of acceptance and compassion.” [18]. Thus, the 
primary goal of MI is to elicit the client’s Change Talk (CT) by ex-
pressing willingness to change through dialogue. The professional 
is called the “counselor”. The person who needs to change his or 
her behavior is called the "client". 

Techniques that seek to authoritatively impose a behavior change 
do not work. Instead, MI relies on very subtle communication from 
the therapist with diferent components, including encouraging 
CT, that is, the therapist should try, through dialogue, to get the 
patient/client to talk more about change (and not about the current 
unhealthy situation). To train such MI skills, the Motivational In-
terviewing Skill Code (MISC) [17] was developed to evaluate the 
quality of MI. MISC provides categories of client and counselor 
utterances, and CT is one of the client utterance categories. MI 
trainers and trainees themselves analyze audio and video of coun-
seling sessions using MISC. However, manual analysis of these 
data is time-consuming and costly. Therefore, automatic utterance 
classifcation in MI is expected to support MI skill training. For 
instance, it supports MI trainers to give advises to trainees in efec-
tive and efcient ways. It also helps professional counselors better 
understand how client behaviors change through therapy sessions. 
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With a similar motivation, many studies have proposed ma-
chine learning models that classify client and counselor utter-
ances. Most of these studies used only language information 
[4, 5, 11, 21, 23, 26, 32] and a few studies used speech and language 
[1, 25]. However, little has been studied whether facial features 
contribute to the creation of better MI models. The literature on 
MI notes the importance of nonverbal cues [6]. While clients may 
verbally express that they are ready to make a behavior change, 
nonverbal cues may express consistent or ambivalent signs. For 
example, a client might say, "Sure, I guess I could try that." But she 
may also produce negative facial expressions [6]. Therefore, it is 
expected that integrating facial information is an efective way to 
analyze and interpret MI encounters. 

Based on the discussion above, this study aims to detect CT 
using language and facial information by employing multimodal 
machine learning techniques. We focus on CT because this is the 
most important sign that a therapist wants to elicit from the client. 
We propose 2-class classifcation models that classify CT and not-
CT using language and facial features. Furthermore, we conduct 
an experiment to examine whether facial information is useful in 
detecting CT. The contributions of this study are as follows. 

• Collecting speech and video data for client-counselor inter-
action in MI sessions 

• Creating an MI corpus with client utterance category anno-
tation 

• Analyzing the relationship between CT and client motivation 
after MI 

• Creating RNN-based multimodal models that detect CT 

Furthermore, the main fndings of our model evaluation exper-
iment are as follows: (1) multimodal models that fuse language 
and facial information along with preceding utterances as context 
achieved better performance compared with unimodal models and 
models without context. (2) we will discuss how the label imbalance 
problem impacts model performance by comparing it with previous 
studies, and (3) we propose a turn-based evaluation method based 
on examining whether CT is the main intention of the current client 
turn. 

The following section describes previous studies on MI and social 
signal processing. Section 3 describes the MI session recording and 
collected data. Section 4 proposes a method for detecting CT, and 
Section 5 describes our experimental results and discussion. Finally, 
in Section 6, limitations and future work are discussed. 

2 BACKGROUND 

2.1 MI and multimodal interaction 
The community of MI practitioners is highly structured, with inter-
national associations promoting MI and representative associations 
in diferent countries. These associations aim to train interested 
practitioners in this technique and keep a technological watch 
on techniques that may be of interest to MI. In addition, several 
studies in multimodal Human-Computer Interaction research have 
designed virtual agents that take on the role of coaches, proposing 
a motivational interview with the user [14]. Whether to inform 
the design of these virtual coaches or to better understand the MI 
technique to train it properly, it would be interesting to analyze 
videos of MI interviews automatically. 

Motivational Interviewing is grounded in a respectful stance, 
focusing on building rapport in the initial stages of the counseling 
relationship. CT is defned as statements by the client revealing 
consideration of, motivation for, or commitment to change. Thus, 
in MI, the therapist seeks to guide the client to the expression of CT 
as the pathway to change. The diferent types of CT include: Desire 
(I want to change), Ability (I can change), Reason (It’s important to 
change), Need (I should change), Commitment (I will make changes), 
Taking Steps (I am taking specifc actions to change). Research 
indicates a correlation between client statements about change and 
outcomes when the client reported levels of success in changing a 
behavior[27]. 

The MI technique has evolved over the years. For example, it 
is now recognized that the therapist should spend more time talk-
ing about the goal in terms of behavior change (CT) than trying 
to have the client talk about his or her current unhealthy behav-
iors. Language is, therefore, one of the most important commu-
nication modalities in MI, since one of the therapists’ goals is to 
elicit a discourse about change from the client. However, as in any 
dyadic interaction between a health professional and a patient, 
other modalities such as facial expressions and gaze are important 
to establish rapport with the client, to encourage him/her to speak, 
or to acknowledge her change talk. For example, it was observed 
that patients who reported being ambivalent about behavior change 
displayed blended expressions of positive and negative emotions 
[12]. 

2.2 Social Signal Processing in Healthcare 
Many previous studies have focused on multimodal modeling for 
healthcare applications. In particular, multimodal behavioral sens-
ing and multimodal machine learning techniques help develop 
recognition models of physiological aspects or cognitive states as 
social signals [2, 29] for healthcare applications. For healthcare 
applications, depression analysis [20], dementia detection [19], and 
patient pain detection [30] have been studied. According to [20], 
facial features, including facial expression, gaze activity, and head 
motion, are important descriptors for detecting a depressed state 
during interviewing. We hypothesized that the client’s facial fea-
tures are efective in capturing the client’s inner state, and these 
features are key descriptors as a trigger for CT. 

Several studies have analyzed clients’ multimodal behaviors in 
interviewing or counseling in human-human and human-agent 
settings. Xiao et al. [33] presented an automatic analysis model 
of empathy with behavioral signal processing [33] to implement 
counselor agents that are used for physiological healthcare. 

Several studies have focused on analyzing counselor behavior. 
Professional counselors are required to listen to patients’ stories 
empathetically. Therefore, analyzing multimodal behaviors to repre-
sent empathy is an important challenge. DeVault et al. [7] presented 
a virtual human interviewer system designed to have face-to-face 
interactions in which the user feels comfortable talking and sharing 
information. The key technique is to adapt the agent’s nonverbal 
behavior based on recognizing the multimodal behavior of users, 
including facial expressions and acoustic features [22]. In particular, 
the system in [7] was designed to create interactive situations favor-
able for the automatic assessment of distress indicators, defned as 
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verbal and nonverbal behaviors correlated with depression, anxiety, 
or posttraumatic stress disorder (PTSD). Using a corpus for user-
agent interaction [7], Tavabi et al. [24] analyzed behavioral cues 
that indicate an opportunity to provide an empathetic response 
using a multimodal deep neural network. As studies focusing on MI, 
Xiao et al. [34] proposed a prediction model for counselor empathy 
measures in motivational interviewing. Wu et al. [31] proposed a 
turn-level detection model for client needs for empathy by lever-
aging pre-trained language models and empathy-related general 
conversation corpora. 

Studies more closely related to this study classifed client utter-
ances into three classes: Change Talk (CT), in which the client is 
ready to change; Sustain Talk (ST), expressing resistance to change; 
and Follow/Neutral (FN), which is a statement unrelated to change. 
As studies proposed multimodal models, Aswamenakul et al. [1] 
proposed a logistic regression model to classify the three types of 
client utterances using acoustic and language features. Tavabi et al. 
[25] also analyzed linguistic and acoustic features and developed 
a neural network using pre-trained models, BERT and VGGish, to 
obtain language and speech embeddings. They also used the GRU 
to encode speech information. Other studies have proposed client 
utterance classifcation models using only language information 
by employing diferent learning algorithms, such as CRF [4], RNN 
[23], GRU [26, 32], and LSTM with attention mechanism [11]. Cao 
et al. [5] proposed a GRU-based dialogue encoder with word- and 
sentence-level attention. However, no study has used facial fea-
tures to classify client/counselor utterances. Therefore this study 
investigate whether facial features contribute to detecting client 
CT. 

It is also notable that in [11, 23, 32], only target utterances for 
classifcation were input to the network, and [5, 25, 26] used pre-
ceding utterances as the context. However, none of them exploited 
nonverbal information in preceding utterances. We aim to create 
multimodal models that efectively exploit both verbal and nonver-
bal context. 

3 CORPUS COLLECTION 
In order to collect a corpus containing visual information, we 
recorded motivational interview sessions. 

3.1 Topics and participants 
Four clinicians with professional MI skills participated in the study 
as counselors. They were psychotherapists and healthcare profes-
sionals. The recording sessions were not conducted in a medical 
setting for the purpose of our corpus collection. Each counselor par-
ticipated in 12 to 13 sessions. For the clients, we recruited 52 people 
who wanted to improve their diet: controlling food intake (overeat-
ing); difculty in having a well-balanced diet; controlling excessive 
intake of salt, fat, and sugar; solving picky eating problems, etc. The 
average age of the clients was 35 years old; 27 participants were 
male and 25 were female. We focused on diet because many people 
are concerned with diet in their daily lives, and we expected that 
they would be fully engaged in counseling encounters. All coun-
selors and clients were native Japanese speakers, and the corpus 
was collected in Japanese. This study was approved by the ethical 

review committee, and data were collected with the consent of the 
participants. 

3.2 Recording environment 
Counseling encounters were conducted using a Zoom remote com-
munication tool to prevent the spread of COVID-19. The coun-
selors participated in the sessions at their individual sites. We tested 
whether their environment, including the Internet connection, was 
suitable for conducting and recording sessions. The clients were 
asked to come to a recording booth so that the recording environ-
ment for all clients was the same. For both sides of the participants, 
only their partner’s upper body was shown on the display, in full-
screen mode. Their own images were not shown on the display. An 
experimenter hosted a Zoom meeting and another staf member 
joined the meeting as a co-host. Therefore, remote communication 
during the session was stable even if the network connection at the 
host site was unstable. 

3.3 Procedure 
When both the counselor and client joined the meeting, we frst 
confrmed that their audio and video were sufciently clear and 
set Zoom to show the partners’ images in full-screen mode. After 
confrming that the client had already thought about what they 
would like to consult, the experimenter asked them to start a 20 
min counseling session. 

3.4 Data 
3.4.1 Recording. Using the recording function in Zoom, we ob-
tained separate recordings for the counselor and client audio in 
addition to the mixed audio for both the counselor and client. How-
ever, Zoom does not provide individual video recordings, and we 
used Zoom video recording only for the counselor (the videos con-
tained audio for both the counselor and client). Client videos were 
recorded using another camera placed in front of their faces. Thus, 
the client recorded image was almost the same as what the coun-
selor viewed during video communication. Because we collected 
multiple audio and visual sources, we synchronized all sources 
with respect to the timestamps in the client videos. A voice activity 
detection (VAD) program was applied to the individual audio for 
counselors and clients to detect speech intervals. The sampling 
frequency was set to 32,000 Hz and the threshold for the amplitude 
level was 400. By applying this threshold, when a silent interval 
longer than 200 ms was detected, silence was identifed as the ut-
terance boundary. These individual audio sources were processed 
using Google ASR to obtain transcripts. Since we used separate 
audio recordings for counselor and client speech, we did not have a 
problem with overlapping speech. When severe speech recognition 
errors were found, they were corrected manually. Four sessions 
experienced recording problems such as missing videos, and we 
used 48 sessions for further analysis. From the 48 MI counseling 
sessions, 12,346 client and 11,297 counselor utterances were ob-
tained. The average length of a client utterance was 2.33 s, and that 
of a counselor utterance was 2.75 s. The average duration of the 
sessions was 21 min 57 s. 
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3.4.2 Corpus Annotation using MISC. We annotated the tran-
scribed utterances using the Manual for the Motivational Inter-
viewing Skill Code (MISC) version 2.1 [17]. The MISC is a coding 
scheme used to analyze MI sessions worldwide. The MISC provides 
a coding scheme for both counselor and client utterances. For client 
utterance coding, utterance categories such as Reason, Taking-Steps, 
Commitment, and Follow/Neutral (FN) were defned as introduced 
in Section 2. The Reason category was then decomposed into subcat-
egories. Except for Follow/Neutral, these categories have positive 
(+) and negative (-) valence. When a client utterance expressed an 
inclination toward change, such as Reason+ and Taking-Steps+, 
these utterances were identifed as CT. In contrast, when a client 
utterance expressed moving away from change, such as Reason-
and Taking-Steps-, the utterance was identifed as Sustain Talk (ST). 
From this process, all client utterances were labeled as ST, CT, or FN. 
We calculated the inter-coder reliability between two annotators 
for the three-class categorization, and Cohen’s Kappa value was 
0.64 (substantial agreement). 

Table 1 shows an interaction example in our corpus with its 
MISC code. In this example, frst, the client explained his eating 
habit as an FN. He then discussed why he needed to stop this 
habit as CT. However, right after this utterance, he expressed his 
ambivalent feeling by declaring that this habit was hard to stop. 
As shown in this example, we frequently observed a sequence of 
short utterances by the same speaker. This is because we used VAD, 
which was automatically identifed as a unit of analysis and was 
called it an utterance. 

Table 2 shows the distribution of the client utterances across the 
three categories. 76 % of the client utterances were FN, and only 
15 % were CT. Thus, the distribution of categories was imbalanced. 
This is the frst encounter between the client and the counselor, 
and the early part of the conversation (the frst 30 utterances) was 
spent on greetings, asking each other’s names, and the client’s brief 
explanation of her/his diet problem. As these utterances were not 
included in the body of the MI, we excluded this part from further 
analysis1. 

3.4.3 Post session questionnaire. After the session, the clients were 
requested to answer a questionnaire that included a question about 
the subjective evaluation of their current motivation level. The 
question was, “When will you change your behavior? The choices 
were “today,” “tomorrow,” “this week,” “this month,” “not sure,” and 
“cannot change.”The distribution of the answers from the 48 clients 
is shown in Table 3. Some clients answered that they were thinking 
about changing their behavior soon, and some were unmotivated. 

We examined whether clients’ behavior during MI afected their 
feelings after the session. We divided the clients into two groups. 
The 25 clients who answered "today" or "tomorrow" were assigned 
to a high motivation(HM) group; the 13 clients who answered "this 
month," "not sure," or " cannot change" were assigned to a low 
motivation (LM) group. 

As shown in Figure 1, the average number of CT was higher 
in the HM group than that in the LM group. The diference was 
statistically signifcant in t-test (t(36) = 2.028, p= 0.05, Cohen’s d = 
0.69). Cohen’s d value was 0.69; thus, the efect size was medium. 
This result suggests that clients were more motivated when they 

1Table 2 shows the numbers before excluding the frst 30 utterances 

Figure 1: Average number of CT in LM and HM groups. 
* indicates the diference is statistically signifcant at the 
0.05 level (p<=0.05) in t-test. 

uttered more CT. This also supports our claim that CT detection 
is useful for estimating the client’s motivation level (at least) right 
after the MI encounter. 

4 DETECTING CHANGE TALK 
In this section, we propose a method for detecting CT in MI ses-
sions. Previous studies used only language information [5, 26] or 
fused language and speech information to create client utterance 
classifcation models and reported that speech information did not 
contribute to improving model performance [25]. In this study, we 
introduced the facial features of the participants in detecting CT and 
investigated whether model performance improves by combining 
language and visual information. 

First, we describe feature extraction and then propose neural 
network models that use these features as inputs. 

4.1 Feature extraction 
4.1.1 Language features. We used RoBERTa [15], which improves 
the end-task performance by modifying the BERT pre-training 
procedure. The diference from BERT is that RoBERTa trains the 
model longer, with larger batches over more data, removing the 
next sentence prediction objective, training on longer sequences, 
and dynamically changing the masking pattern applied to the train-
ing data. A previous study reported that, in client utterance clas-
sifcation in MI, RoBERTa outperformed BERT[8]. Therefore, we 
employed RoBERTa to obtain language embedding. We used hug-
gingface japanese-roberta-base pretrained model, which outputs a 
768-dimensional vector for each word or token. 

4.1.2 Facial features. We used OpenFace [3], which is a computer-
vision-based toolkit capable of facial landmark detection, head-pose 
estimation, and eye-gaze estimation. It also outputs facial action 
units (AUs) [9], which were proposed in the Facial Action Coding 
System (FACS) [10] to encode the fundamental actions of individu-
als or groups of muscles typically observed while producing facial 
expressions. By applying OpenFace to the client and counselor 
videos, we extracted the following features and obtained 674 di-
mensional vectors: 2D and 3D facial landmarks, 2D and 3D gaze 
direction, 3D head poses (location and rotation), and intensities and 
occurrences of facial AUs. All the feature sets were z-normalized 
for the client and counselor. 
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Table 1: Sample Dialogue with MISC Code. FN: Follow/Neutral, CT: Change Talk, ST: Sustain Talk 

Speaker Category Utterance 

Client FN I eat instant food once a day 
Client FN I like it, and, one day later 
Client FN I can eat it. This is my rule, and I’ve been living like that for a long time. 
Client CT So, I tend to reach for those things easily, and that’s not good. 
Client ST I’m already aware of that, but it’s hard to stop. 
Counselor Refect Potato chips is a kind of vegetable in your life. 
Client FN It’s not an exaggeration to say that they’re already a part of my life, 

and I’ve been eating them since I was a child. 
Counselor Facilitate Um 

Table 2: Client utterance distribution 

Change Talk Sustain Talk Follow/Neutral 
15% 9% 76% 

4.2 Proposed Models 
We propose CT detection multimodal models by fusing language 
and facial features described in Section 4.1. Following previous 
studies, we employed a recurrent neural network approach that 
classifed client utterances into three classes (ST, CT, and FN). In 
this study, we merged ST and FN into one category, and created a 
2-class classifcation model (CT and not-CT). By employing the long 
and short-term memory (LSTM) approach [13], we used a one-layer 
bidirectional LSTM (BiLSTM) to encode the language and facial 
features of the target and context utterances, and concatenated 
the encoder outputs as a multimodal representation. The network 
architecture of this model is illustrated in Figure 2. 

4.2.1 Language + Client Facial information (BiLSTM_Lang+ClFace). 
To obtain the language embedding for each utterance, we used 
mean pooling: the average of the last hidden state of all tokens 
in the output of the RoBERTa Japanese pretrained model (Section 
4.1.1). In addition to the target client utterance, we computed lan-
guage embedding for fve context utterances preceding the target 
utterance. We decided on the size of the context based on empirical 
analyses. The context utterances included counselor utterances. To 
indicate the speaker in the language embedding, we added a binary 
dimension at the beginning of each language embedding. There-
fore, language embedding has 769 dimensions. Subsequently, the 
language vectors were input to BiLSTM to encode the target and 
context utterances as a sequence. The advantage of LSTM is that it 
maintains long-range connections between values in a sequence. 
The dimensions of the hidden state of the network were 300. The 
last hidden states produced from the bidirectional process were 
concatenated, and a 600-dim tensor was obtained as a language 
representation. 

For facial information, as described in Section 4.1.2, a 674-
dimensional vector was obtained from OpenFace for each frame 
of the client video. Such facial feature vectors were extracted for 
a given utterance by examining the time stamps of the start and 
end times of the utterance, and the average values were used as the 

facial embedding of the utterance. Similar to language embedding, 
facial embedding was created for the target client utterance and fve 
context utterances. As this model used only client facial informa-
tion, client facial embeddings were used for all context utterances, 
even if a context utterance was spoken by the counselor. Thus, in 
such cases, facial embeddings represent the client’s facial informa-
tion while listening to the counselor’s utterance. A sequence of 
facial embeddings for the target and context utterances was then 
input into the BiLSTM to compute the facial representation. The 
dimensions of the hidden state of the network were 300. The last 
hidden states produced from the bidirectional process were concate-
nated, and a 600-dim tensor was obtained. This tensor was fed to 
the FC layer to reduce the tensor dimension to 200 dim. This facial 
representation was concatenated with the output of the language 
BiLSTM (600 dim). The 800 dimensional multimodal tensor was 
fed to an FC layer to downsize the vector to 300 dim. This 300-dim 
vector is applied to a classifcation layer, which is followed by a 
softmax layer to make 2-class classifcation (CT/not-CT) and calcu-
late the cross-entropy loss. The reason for using a larger number of 
units for language representation than for facial representation is 
that we assumed that language information is more useful for clas-
sifying spoken utterances and that facial information complements 
language information. 

4.2.2 Language + Counselor Facial information (BiLSTM_Lang+ 
CoFace). This model uses the same network as the BiLSTM_Lang+ 
ClFace model, as illustrated in Figure. 2. The only diference is that 
the counselor’s facial information is used instead of client informa-
tion. Thus, the facial information represents the counselor’s facial 
expressions during a sequence of utterance exchanges, including 
the client’s target utterance. 

4.2.3 Language + Client and Counselor Facial information (BiLSTM_ 
Lang+Face). This model uses both client and counselor facial infor-
mation, each of which is applied to the BiLSTM encoder in the same 
manner as in the BiLSTM_Lang+ClFace and BiLSTM_Lang+CoFace 
models. Each encoder outputs a 600-dimensional tensor, and these 
two tensors are concatenated and fed to an FC layer. Consequently, 
a 300-dim vector was created as the facial information vector. This 
vector was then concatenated with the 600-dim language vector, 
which is the same as in the other models, and applied to an FC 
layer to produce a 300-dim vector. This vector was used in the 
classifcation layer. 
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Table 3: Distribution of the client answers to a question "When will you change your behavior?” 

today tomorrow this week this month not sure cannot change 

9 16 10 6 5 2 

Text
Target utterance

Context utterance 1…
Context utterance 5

RoBERTa

1×768

Speaker ID

+

1×769

1×1

BiLSTM

2×300

1×600

Client/Counselor video
Target utterance

Context utterance 1
…

Context utterance 5

1×674
2×300

1×600

1×200

1×800

OpenFace BiLSTM FC

+ FC

1×300

Figure 2: Network architecture for language and facial information multimodal models 

4.3 Ablations 
To conduct an ablation study, we created unimodal models, models 
without context, and models with a diferent architecture. 

4.3.1 Unimodal models. 

BiLSTM_Lang We created BiLSTM language unimodal model 
only using the language representation. The 600-dim tensor 
output from the BiLSTM language encoder was fed to a fully 
connected layer (FC) to reduce the tensor dimension to 300. 
This vector was applied to a binary classifcation layer. 

BiGRU_Lang In order to compare with previous studies 
[25, 26], we created a language unimodal model using GRU, 
which has fewer gates than LSTM, by simply replacing the 
BiLSTM encoder in the BiLSTM_Lang model with BiGRU. 

FC_Lang As RoBERTa itself is a powerful language model, 
we created a model without RNN-based encoder, where the 
language embedding of the target utterance obtained from 
RoBERTa was directly input to an FC layer. 

BiLSTM_Face This model uses facial information for both 
participants (client and counselor) but does not use language 
information. In this model, the 300-dim facial information 
vector created in the BiLSTM_Lang+Face model was used 
in the classifcation layer without concatenating it with the 
language information. 

4.3.2 Multimodal models for comparison. 

BiGRU_Lang+Cl/CoFace These models were created by re-
placing BiLSTM with BiGRU in BiLSTM_Lang+ClFace and 
BiLSTM_Lang+CoFace models. 

FC_Lang+ClFace This model does not use context utterances 
and RNN-based encoder. Language embedding and facial 
embedding for the target utterance were concatenated and 
then input to an FC layer. 

5 EXPERIMENTS 
We conducted experiments by creating a dataset for MI sessions 
using the corpus described in Section 3. We created 10 deep neural 
network (DNN) models by combining language and facial infor-
mation from the client and counselor described in Section 4 and 
evaluated the performance. 

5.1 Experimental setup 
Our corpus included 48 MI sessions for 48 diferent clients. We used 
39 sessions (81 %) for training, fve (10 %) for validation, and four 
for testing (8 %). As the distribution was imbalanced, we calculated 
cross-entropy loss by setting class weight to 1.0 for FN and 4.0 for 
CT. The weights were determined based on the proportion of CT 
to FN. We used Adadelta to optimize the model and trained each 
model for 300 epochs. The batch size was 24. The best model was 
chosen based on the F1 score of CT in the validation set. 

5.2 Results 
The experimental results are shown in Table 4. As the distribution 
of the client utterance category was imbalanced, we evaluated our 
models with and without resampling the test set. In resampling 
the test set, to ensure that our dataset has a similar distribution to 
other MI datasets [25], we downsampled the FN utterances. The 
proportion of CT cases was approximately 0.28. We ran the test 
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Table 4: Model performance: Numbers in parenthesis indicate the results with resampled test set 

FC_Lang 
BiGRU_Lang 
BiLSTM_Lang 
BiLSTM_Face 

FC_Lang+ClFace 
BiGRU_Lang+ClFace 
BiGRU_Lang+CoFace 

Precision 

0.463(0.586) 
0.384(0.502) 
0.312(0.421) 
0.168(0.272) 

0.442(0.537) 
0.525(0.616) 
0.454(0.580) 

CT 
Recall 

0.660(0.660) 
0.739(0.739) 
0.987(0.987) 
0.137(0.137) 

0.647(0.647) 
0.542(0.542) 
0.582(0.582) 

F1-score 

0.544(0.621) 
0.506(0.597) 
0.474(0.590) 
0.151(0.182) 

0.525(0.586) 
0.534(0.577) 
0.510(0.581) 

Precision 

0.919(0.861) 
0.929(0.876) 
0.995(0.990) 
0.820(0.721) 

0.915(0.868) 
0.9(0.832) 

0.903(0.841) 

FN 
Recall 

0.834(0.818) 
0.743(0.716) 
0.528(0.478) 
0.852(0.858) 

0.823(0.809) 
0.894(0.870) 
0.848(0.839) 

F1-score 

0.874(0.839) 
0.826(0.788) 
0.690(0.645) 
0.836(0.783) 

0.866(0.838) 
0.897(0.850) 
0.875(0.840) 

F1-macro 

0.709(0.730) 
0.666(0.692) 
0.582(0.617) 
0.493(0.483) 

0.696(0.712) 
0.715(0.714) 
0.692(0.710) 

BiLSTM_Lang+ClFace 
BiLSTM_Lang+CoFace 
BiLSTM_Lang+Face 

0.475(0.607) 
0.493(0.595) 
0.452(0.566) 

0.804(0.804) 
0.699(0.699) 
0.497(0.497) 

0.600(0.692) 
0.578(0.643) 
0.474(0.529) 

0.950(0.913) 
0.928(0.876) 
0.888(0.812) 

0.807(0.799) 
0.844(0.816) 
0.870(0.851) 

0.873(0.852) 
0.884(0.845) 
0.879(0.831) 

0.735(0.772) 
0.731(0.744) 
0.676(0.680) 

fve times and calculated the average. When we tested our models 
without resampling, we used all samples in test set. The proportion 
of CT was 0.16. As our goal was to detect Change Talk in client 
utterances, the F1 score for CT was the most important metric. 
The BiLSTM_Lang+ClFace model achieves the highest F1 score 
(0.6 (0.692)). This model also achieves the best F1-macro (0.735 
(0.772)). The second best model was the BiLSTM_Lang+CoFace 
model (F1 score for CT:0.578 (0.643)), F1-macro:0.731 (0.744)). The 
BiLSTM_Lang+Face model, which includes facial information for 
both participants, did not perform well compared to BiLSTM_Lang+ 
ClFace and BiLSTM_Lang+CoFace. 

Among the unimodal models, the FC_Lang model performed 
best (0.544(0.621)), suggesting that the RoBERTa language model 
produces useful embedding to detect CT, and encoding language 
information in context utterances using RNN-based network (BiL-
STM_Lang and BiGRU_Lang) did not contribute to improving 
the model performance. Apparently, face unimodal model (BiL-
STM_Face) was improperly trained, suggesting that facial infor-
mation alone is insufcient for detecting CT, but is useful when 
combining language information. 

In multimodal models for comparison, encoding facial features 
using BiGRU is not very useful. The F1 scores of the BiGRU mul-
timodal models (BiGRU_Lang+ClFace:0.534(0.577) and BiGRU_ 
Lang+CoFace:0.510(0.581)) are lower than those of the BiLSTM 
models. This suggests that BiLSTM is more efcient than BiGRU in 
encoding facial information over context utterances. As described 
above, BiLSTM_Lang+ClFace reached the highest F1-score for CT, 
followed by the BiLSTM_Lang+CoFace model. To examine whether 
these two proposed models signifcantly outperformed other com-
parison models, we conducted t-test using the resampled test set. 
Figure 3 shows the t-test results and boxplots that visualize the 
distribution, where the F1 score for the CT class in the best model 
(BiLSTM_Lang+ClFace) was signifcantly higher than that of the 
BiLSTM_Lang+CoFace model, which was the second best model 
(t(8)=10.916, p<0.01). Moreover, this BiLSTM_Lang+CoFace model 
performed signifcantly better than the FC_Lang model, which 
was the best among other models (t(8)=3,8), p<0.01). These results 
showed that fusing language information with client or counselor 
facial information in preceding utterances improves the model per-
formance. It was also found that client facial information was more 
useful than counselor facial information. 

0.6 0.65 0.7

BiLSTM_Lang
+ClFace

BiLSTM_Lang
+CoFace

FC_Lang

0

0.692(0.002)

0.643(0.004)

0.621(0.004)

F1 score

**

**

Figure 3: Results of t-test and distribution visualization: The 
center line of the boxplots indicates mean F1 score for CT. 
The upper and lower end of the box indicate one standard de-
viation above and below the mean, and the upper and lower 
whisker indicate the maximum and minimum values, respec-
tively. ** indicates the diference is statistically signifcant 
at the 0.01 level (p<0.01) in t-test. The numbers in the graph 
indicate mean F1 score and the numbers in parenthesis are 
standard deviation. 

5.3 Discussion 
Previous studies on client utterance classifcation have tackled 3-
class classifcation task: CT, ST, and FN. As reviewed in Section 2.2, 
Can et al. [4] employed CRF in client utterance classifcation as part 
of their MISC coding task: automatic coding for both counselor and 
client utterances. Xiao et al. [32] proposed a BiGRU model that uses 
a sequence of word embeddings for the target utterance as input 
and predicts the utterance category. More recently, Tavabi et al. [26] 
used RoBERTa embeddings and employed GRU to encode utterance 
history. Cao et al. [5] proposed BiGRU model with dialogue history 
and used word- and sentence-level attention. 

Table 5 shows the model performance reported in these previous 
studies as well as the performance of our BiLSTM_Lang+ClFace 
model (without resampling). The table shows F1-macro and F1 
scores for CT. It also shows the proportion of CT and FN as the 
measure of label imbalance because these studies used diferent 
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Table 5: Impact of label imbalance on performance 

F1 macro F1 score for CT CT proportion FN proportion 

Can et al.(2015) [4] 0.44 0.2 0.09 0.82 
Xiao et al.(2016) [32] 0.5 0.3 0.10 0.80 
Cao et al.(2019) [5] 0.54 0.39 0.09 0.83 
Tavabi et al.(2021) [26] 0.66 0.64 0.28 0.59 

BiLSTM_Lang+ClFace 0.74 0.6 0.16 0.74 

Table 6: Sample of a client turn 

Preidcted Ground Truth Utterance 

CT 
CT 

FN 
FN 

Our original goal, we can save money. 
I don’t know how to call it. 

CT 
CT 

CT 
CT 

I can set a goal. 
I personally think it’s an advantage to be able to have a strong will. 

datasets. All these studies found a label imbalance problem, and 
model performance seems to depend not only on the model archi-
tecture but also on the severity of the label imbalance problem. As 
shown in the table, our label imbalance is less severe than that in 
the frst three studies [4, 5, 32], but more severe than [26]. Although 
it may not be appreciated to compare the performance of our 2-
class classifcation model with 3-class classifcation models of other 
studies, and we also used our new dataset, this table still clearly 
shows that the label imbalance problem impacts the F1 score of the 
CT category. It dropped to 0.6 when using all samples in the test 
set because of an increase of false positives. 

As another evaluation method, we used a turn as the unit of 
analysis. When we analyzed the errors, it was found that some ut-
terances were very short fragments. This is because we recognized 
an utterance boundary when a silent interval longer than 200 ms 
was detected. In such cases, a client turn consisted of a sequence of 
utterances and judging the category for every utterance is difcult. 
In addition, we found that in many cases, statements that commu-
nicated the client’s intention were observed at the end of the turn, 
and the last utterance of the turn more clearly expressed CT. Table 
6 shows such an example. In the frst two utterances, the ground 
truth was FN but changed to CT for the last two utterances in the 
turn. Our model recognized CT slightly earlier than the ground 
truth. 

Based on this observation, we combined a sequence of client 
utterances as a turn. When the speaker changed, it was the end 
of the previous turn (even if the next counselor utterance was a 
short acknowledgement, it was regarded as a turn change). We then 
assigned a label to each turn using the following rules: (1) when, in 
the ground truth, at least one CT is included in a turn, CT label is 
assigned as the true value of that turn, (2) if the predicted sequence 
ends with CT, CT is assigned as the predicted label for that turn. 
(3) if there is a matched CT sequence longer than fve utterances, 
such case is counted as a true positive. The example in Table 6 was 
counted as a true-positive case by applying rules (1) and (2). 

As a result of evaluating the model using these rules, the F1 score 
of CT category was 0.65, which is slightly better than 0.64 reported 
in a previous study (Table 5). A more important contribution of this 
study is that we found that facial information, especially for clients, 
is useful in detecting CT, and the frequency of CT is a good predictor 
of the client’s motivation level immediately after the session, as 
discussed in Section 3.4.3. 

6 CONCLUSIONS 
With a goal of assisting MI in nutrition and ftness domains, this 
study proposed a BiLSTM model that detects client CT and ad-
dressed a question whether facial information contributes to this 
task. For this purpose, we frst collected MI encounters in nutri-
tion and ftness domains, and created a corpus with MISC code 
annotation. We also found that clients were more motivated when 
they uttered more CT during the MI encounter, suggesting that 
detecting CT is useful in estimating the client’s motivation level. 
We then proposed multimodal neural network models that detect 
CT. The experimental results showed that fusing language and fa-
cial information improved model performance. In particular, client 
facial information improved model performance most efectively. 

6.1 Limitations 
In our experiment, BiLSTM_Lang+ClFace and BiLSTM_Lang+ 
CoFace were the two best models for CT detection. However, BiL-
STM_ Lang+Face, which uses facial information from both the client 
and counselor, did not perform well. It is possible that our DNN 
architecture did not successfully model the facial signals from both 
participants. In addition, language unimodal models in previous 
studies [5, 11] used attention mechanism; however, our model did 
not exploit this mechanism in modeling the sequence of utterances. 
Improving the representation of multimodal context by employing 
multimodal transformer and cross-modal attention [28, 35] would 
be a future direction. 
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6.2 Future Work 
As a future direction, a detailed analysis of facial information is 
necessary to investigate whether there are any typical facial ex-
pressions when clients communicate CT. Another next step is a 
more in-depth analysis of the content of CT. We did not use subcat-
egories of CT, such as Reason+, Ability+. A more detailed analysis 
is expected to get better understanding of client status and atti-
tude, which will be useful for therapists. It is also necessary to 
improve model performance. Label imbalance is one of the main 
issues. Therefore, a more sophisticated sampling method that cov-
ers a variety of samples with diferent characteristics would be 
necessary. 
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